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ABSTRACT: 

Insurance fraud is one of the most expensive financial crimes in economics. Deliberate fraud in insurance companies 

that leads to the illegal payment of insurance benefits to an individual or group is known as insurance fraud. Today, 

large amounts of data are stored in real-world databases on insurance transactions, and this amount continues to grow 
rapidly. Therefore, there is a need for semi-automated methods to detect hidden knowledge in such databases. On the 

other hand, due to the increasing variety of fraudulent methods in health insurance, the features and characteristics of 

fraud samples compared to normal samples have increased widely, only a part of these features will be useful to build 

a fraud detection model. Therefore, in this study, to detect fraud in health insurance, a combination of feature subset 

selection based on squirrel optimization algorithm and nearest neighbor classification has been used. In the proposed 

method, educational data set obtained from Ardabil’s Social Security Insurance Organization will be used to determine 

the patterns of fraud detection in health insurance and the test data set prepared from this data set to evaluate the 

model. According to the results of the implementation of the proposed method, it can be seen that the proposed 

method, by eliminating irrelevant features and finding useful features, has been able to obtain good results for 

classifying and predicting fraud in the Social Security Organization database and it has and it has a higher accuracy 

rate than other data mining classification algorithms in this field. 

 
KEYWORDS: Fraud Detection, Squirrel Optimization Algorithm, Nearest Neighbor Algorithm, Social Security 

Insurance 

 

 

1.  INTRODUCTION 

Today's demands for services require global access all 

the time. Fintech represents the use of IT solutions in 

business models to provide better financial services to 

customers. However, this term is still very much 

debated. In fact, fintech is a term for a wide range of 

technologies that dynamically interact in a common 

infrastructure. The term also means the constant 

coexistence of technology and finance. Companies that 

use this business model offer benefits such as easier use 
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and cheaper and safer transactions [1]. Fintech services 

have become more attractive to both customers and 

providers. This fact is further confirmed by the steady 

increase in fintech investments over the past few years. 

In the future, this technology may perform better and 

even replace traditional financial institutions [2].  

In practice, fintech relies on a variety of payment 
methods, such as credit cards and financial 

transactions, which include digital currencies. The 

second one is based on blockchain technology, which 

provides a direct link to financial institutions. In 

fintech, financial transactions represent repetitive 

processes in which sensitive information is exchanged 

between two peers. Existing artificial intelligence 

technologies often complement fintech services by 

implementing these processes in an automated and 

secure manner. In addition to capabilities, business 

models used for fintech must ensure information 
security. Since the fintech business model relies on 

existing information technology (IT) infrastructure, 

financial activities can be exploited. In general, 

fraudulent actions target specific weaknesses of 

financial activities including credit cards, financial 

transactions and blockchain technology. Malicious 

activity is carried out by criminals or multiple criminals 

and can have severe consequences. In fact, only a 

minority of organizations implement any anti-fraud 

mechanism. After that, only a small minority of fraud 

victims will fully recover. Identification of such 

malicious actions is a major technical challenge for 
companies and organizations [3, 4]. 

The term “fraud” is to earn money from an 

organization or individual without necessarily having a 

direct effect on the law. In this competitive world, 

fraud becomes a critical problem if it is normal and 

prevention policies are not followed. Fraud detection, if 

done manually using a process such as screening or 

verification, will be a normal process that does not lead 

to prevention. Thus, automation is the only way to do 

this efficiently [5, 6, 7]. It can be effectively done by 

using artificial intelligence to perform predictive 
analysis [8, 9, 10] in all areas. 

Fraud is one of the challenges that the insurance 

company has been facing for a long time and it 

constitutes a significant part of the damages caused to 

it. However, insurance fraud has become a serious 

problem worldwide [11]. Fake health insurance can 

take many forms and can cause great damage to 

insurance companies. The customer who tries to use 

health insurance with fake names are the owners of the 

organization who can use the information and insure 

the claim if this has never happened (fake claims) or as 

much as necessary. To exaggerate the fact (claim), 
there is all kinds of fraud in insurance companies that 

lead to financial casualty insurance. Because the extent 

of insurance fraud can be investigated, the use of 

insurance fraud is generally controversial [12]. In the 

United States, the annual failure of insurance fraud 

ranges from $ 40 billion (Federal Bureau of 

Investigation in 2015) to about $ 80 billion (Alliance 

Against Insurance Fraud in 2015). Studies in the U.S. 
Property & Casualty Insurance show that there are 10% 

of all reported fraud claims. 2015 National Insurance 

Crime Bureau in 2015 estimated the fraud practices 

costs at € 4 billion in damages for Germany. The 

survey shows that 4% of all German households have 

committed insurance fraud in the last 5 years, and 

another 7% of respondents have information about 

insurance fraud behavior among their acquaintances.  

In the insurance industry, the use of anti-fraud 

technology and Special Investigation Units to detect 

insurance fraud is very common. These systems rely on 
both visible claims and information from the owners of 

the organizations. Remarkable features of the owner of 

the organization can be an interesting feature that 

accompanies you. These features are related to the 

ethical and social considerations of medicare owners 

and thus promotion of fraud. To improve such systems, 

it is better to have more influence, which may be 

important in increasing the need to promote frauds 

[13]. Why examining your data and checking your 

features can be an important step in detecting early 

fraud by insurance companies. Data mining is a science 

that has solutions for using important information and 
valuable models to identify and detect defrauders in 

health insurance. 

For this reason, fintechs and the insurance industries 

use intelligent methods from the field of Machine 

Learning (ML) to detect suspected fraud patterns. ML 

includes anomaly detection techniques that 

automatically detect and classify suspicious data from 

financial networks. Methods such as learning 

algorithms, statistical models and artificial neural 

networks are used to generate models from a data set. 

In the next step, the resulting representation is observed 
in order to extract appropriate techniques and policies 

to prevent fraud. 

The continuation of the article is organized as follows. 

In section 2, related works will be described. Details of 

the proposed method will be presented in the third 

section. In the fourth section, the implementation and 

evaluation of the proposed method will be stated. In the 

fifth section, the conclusion of the article will be 

presented. 

 

2. RELATED WORKS  

In 2021, Haque et al. formulated the problem of fraud 
detection on the minimum definitive claim data 
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consisting of medical diagnostic codes and procedures. 

In this paper, a solution to detect the problem of 

fraudulent claims has been presented using a new agent 

learning method, which translates diagnostic and 

methodological codes into a mixture of clinical codes. 

Suffixes of the mixture of clinical codes have also been 

investigated using short -term and long -term memory 

networks and principal component analysis . 

Experimental results show promising results in 
identifying fake records [14]. In 2020, Kunickaitė et al. 

used machine learning (decision trees, hybrid 

classification, random and reinforcement forests) to 

detect health insurance fraud. The performance of the 

model has been evaluated using accuracy, error rate, 

recall and accuracy. The best results have been 

obtained using the hybrid classification method [15]. In 

further research, the analysis of the application of deep 

learning models [16, 19] and anomaly detection 

methods [20, 23] will be useful. 

In 2020, Ramandi et al. identified processes, key 
factors, the effects of fraud in complementary health 

insurance, obstacles and challenges in these processes 

by comparative study of successful experiences of 

leading countries in the field of anti-fraud campaign of 

complementary health insurance and also interviewing 

experts in this field. Finally, solutions were provided to 

prevent and control this phenomenon. The interviews 

were uploaded in text format in MAXQDA software 

and then were analyzed [24]. In addition, fraud 

detection was also widely used in network applications 

[25, 34]. 

In 2020, Shamita et al. clarified a framework for 
identifying fraud by learning faster and identifying 

maximum cases of fraud. Common problems, such as 

data heterogeneity and unbalanced classification of 

classes, were also discussed in this paper. As part of 

developing an efficient framework for detecting fraud, 

we used several learner and optimization techniques. 

This framework has been evaluated with a set of claims 

data obtained from CMS Medicare. Finally, they 

concluded that the use of multilayer perceptron, a 

leading neural network with genetic algorithm 

optimization, has helped to increase results and achieve 
higher accuracy. Principal component analysis was also 

used to select the most important variables. The use of 

principal component analysis and other appropriate pre-

processing techniques has also helped reduce training 

time, resulting in efficiency and speed [35]. 

 

3. SUGESTED METHOD 

A typical fraud detection system consists of several 

layers of control [36], each of which can be performed 

automatically or under human supervision. Part of the 

automated layer includes machine learning algorithms 

that generate predictive models based on labeled 
interactions. Over the past decade, intensive machine 

learning research to detect fraud in financial and credit 

companies has led to the development of supervised, 

unsupervised and semi-supervised learning techniques 

[37, 39]. In this study, a combination of feature subset 

selection based on squirrel optimization algorithm and 

nearest neighbor classification has been used to detect 

fraud in health insurance. Feature selection in fraud 

detection methods can increase the accuracy of fraud 

detection [40]. Therefore, it is one of the basic steps in 
this field. The purpose of selecting features is to 

eliminate the difficulty of classification and increase 

the accuracy of classification by selecting the relevant 

features. In feature selection tasks, regardless of 

training cost or number of features, the best 

combination of features for optimal classification 

performance is found. As a result, the solution to the 

feature optimization problem is a set of optimal 

features as a solution in which the amount of the 

proportionality of each two-component vector solution 

is the number of features and the amount of 
classification error [41]. Using the feature selection 

problem as a minimization problem, the goal is to 

minimize the number of irrelevant features and 

minimize the classification error. In the following, we 

will formulate the proposed method. 

 

3.1 PROBLEM FORMULATION 

In this research, the feature selection problem is 

considered as an optimization problem that is solved 

using the squirrel optimization algorithm. The 

objectives of this optimization problem are classified 

into two general groups, one is to reduce the number of 
features and the other is to reduce the amount of 

classification error. Accordingly, the number of data set 

features, independently, indicates the size of the 

problem or the number of trees that a squirrel can fly 

on. It is in the range of [0,1] in the binary search space. 

In the final solution, the most suitable features are 

selected as oak tree. Oak trees are the best food source 

for squirrels; so finding these trees is very useful for 

squirrels to fly. 

In the decision search space, x1 is a real positive 

number that indicates the error rate, and x2 is a real 
positive number that indicates the number of attributes. 

The F function results in a balanced set of decision 

vectors that both reduce the error rate and the number 

of specifications to be denoted by [(F (x2, F (x1)]. If 

the evaluation function prefers the least amount of error 

regardless of the number of attributes, naturally the 

number of the selected features may still be high. On 

the other hand, if the objective function focuses on 

having a minimum number of attributes, the 

classification error may not be minimal. Therefore, in 

the problem of optimizing the choice of features, both 

objectives must be considered to achieve an optimal 
solution consisting of a set of optimal features. In the 
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proposed method, the main trees are set with the 

features in the data set. Thus, each solution is a matrix 

whose values are equal to the number of features, and 

each element points to a feature in the data set. 
Given that the proposed method was implemented in 

one dimension and the goal is to select or not to select 

features, so the initial matrix has a row column and d 
(to the number of main features). Therefore, the length 

of a vector is equal to the number of features of the 

relevant data set. Each vector in the squirrel 

optimization algorithm is a set of features in the data 

set that a number of components of this vector may 

randomly have 0 and 1. A value with value of zero 

specifies a feature that has not been selected, and a 

value with the value of one indicates selection of a 

feature associated with that data. In the proposed 

method, in order to select the features for the initial 

vectors, a random function with a constant threshold 
value is used. The performance of this function is in 

such a way that if the random probability is less than 

the value of the function threshold, a value of zero is 

assigned to the relevant value to this feature, otherwise 

the value 1 is recorded for this feature and the intended 

feature will be evaluated based on the objective 

functions. After selecting the initial population, the 

initial location and flight of each tree is determined 

based on the nature of the squirrel optimization 

algorithm using the evaluation functions. In this 

method, the location of each tree is considered as the 

selected feature of the data set features and the flight 
distance of each tree is considered as the convergence 

speed to high classification rate and reduction of 

classification error. Features that have the most value 

of the evaluation function are the output of the initial 

feature selection step. The best position and flight 

results are saved at this stage and the position of the 

other trees is updated accordingly. This process 

continues until the final answer is reached, which 

creates a balance between the objectives. 

 

3.2 PROPOSED FITNESS FUNCTION 
As mentioned, the proposed method uses the squirrel 

optimization algorithm to select a subset of fraud-

related features in insurance companies. In this method, 

the objectives are combined and finally two types of 

general features in the form of minimization is 

achieved. The evaluation of clear subsets is done based 

on the two main objectives of reducing the number of 

features and the amount of classification error. In order 

to evaluate the initial population and select the expert 

community and find the particles with the highest 

weight, the fitness function is expressed as the 

following equation:  
 

𝐌𝐢𝐧𝐢𝐦𝐢𝐳𝐞𝐅 𝐱 = 𝐟𝟏 𝐱 =
𝐋

𝐀
𝐋 ∈ 𝐀.𝐀 ∈ ℝ+ + 𝐟𝟐 𝐱 =

𝟏−
𝐅𝐏+𝐅𝐍

𝐏+𝐍
   . (𝐏 + 𝐍) ∈ ℝ+                                          (1) 

 

In this relation, L is the number of features selected 

from the data set and A is the total number of features. 

In order to evaluate the error rate of each particle 

according to the selected features at each stage, the 

confusion matrix measure uses the true positive (TP) to 

indicate ordinary insured, which has been correctly 
modified by the model. True Positive (TP) is used to 

show the ordinary insurer that is properly identified by 

the model. False Positive (FP) is a fraudulent insurer 

while the system mistakenly displays them as ordinary 

insurers. True Negative (TN) is a sample classified as a 

fraudulent insurer in the proposed method and is in fact 

fraudulent. True Negative TN is a sample classified as 

a fraudulent insurer in the proposed method and is in 

fact ordinary fraudulent. In Equation 1, P is equal to the 

sum of TP + FN and N is equal to FP + TN. The first 

objective function f_(1 ) (x) is related to the ratio of 
selected features to the total features of the data set, 

while the second objective is for evaluating the degree 

of classification error. 

 
Fig.1.Diagram 
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In the proposed method, the features selected at each 

stage are used to evaluate the KNN algorithm for 

classifying training samples to determine the degree of 

classification error for each particle and to obtain the 

degree of classification error. According to the number 

of selected features, the best particles in each stage are 

selected based on the degree of optimality and ranked 

in each stage. By converting these features obtained 

from each solution into feature vectors, KNN will try to 
differentiate between normal and fraudulent insured 

and create a safe margin between the two classes. 

Finally, the lowest error rate and the lowest number of 

features selected from the training data set are 

identified as the best solution and the features extracted 

as the classification pattern. Fig.1 shows the flow 

diagram of the proposed method. 

 

4. TO IMPLEMENT THE PROPOSED METHOD 

As mentioned, the proposed method was designed to 

provide a system for detecting fraud in social security 
based on a combination of feature selection based on 

the squirrel optimization algorithm and the nearest 

neighbor classification algorithm. In the proposed 

method, data on customer behavior in social security 

insurance were collected, which are classified into two 

groups: common insurers and fraudulent insurers. 

Therefore, in the continuation of this chapter of the 

research, first the proposed method preprocesses the 

data obtained from the database of the Social Security 

Insurance Organization using the squirrel optimization 

algorithm. Then, to implement the proposed method, 

the feature subset selected from the preprocessing step 
is classified using the nearest neighbor classification 

algorithm. Finally, we evaluate the proposed method 

using the class matching of the experimental sample set 

and the actual class of these samples and compare the 

proposed method with other classifications. 

 

4.1DATA PREPROCESSING 

As mentioned, the data obtained from the database of 

the Social Security Organization has different 

numerical, classified and nominal features. The use of 

all this data, in addition to increasing the complexity of 
the system, also reduces the accuracy of classification. 

Samples are labeled. Therefore, those features that have 

little effect on the classification of labeled samples 

should be removed. Therefore, we first select the data 

set features using the squirrel optimization algorithm. 

In the present data set, features that cannot have a 

significant effect on the classification of labeled 

samples and the determination of fraud detection 

patterns in the Social Security Organization are 

identified and eliminated during the heuristic steps in 

the squirrel optimization algorithm. Finally, the 

features that are effective in classifying fraudulent 

cases in the Social Security Insurance database remain 

as the output of the preprocessing phase. 

Social Security Insurance information has a variety of 

values, all of which do not play an effective role in 

determining patterns of fraud detection in the Social 

Security Insurance database. Therefore, removing these 

features can play an important role in increasing the 

accuracy of fraud detection.  

Features selection is one of the most challenging tasks 
in machine learning. If a set contains n number of 

features, a total of n^2 subsets is possible. In the 

optimal mode, the purpose of selecting features is to 

select the best subset of them. When n is inclined to a 

large number, it will be very difficult to select a feature 

subset because it is not possible to evaluate the 

performance of the model in each subset. Hence, 

various methods have been proposed to select the 

effective feature with the complexity of logical 

calculations. Extensive search, greedy search, random 

search, etc. are such techniques that have been used to 
find the best subset to use feature selection problems. 

But most methods suffer from early convergence, 

extreme complexity, and high computational cost. 

Therefore, meta-heuristic algorithms are considered 

very important for this type of situation. They are the 

most efficient and effective techniques and are able to 

find the best subset of features by maintaining the 

accuracy of the model.  

Accordingly, in this study, the feature selection method 

has been considered based on the squirrel optimization 

algorithm in order to detect important features in the 

data set of the Social Security Insurance Organization. 
Squirrel optimization algorithm is one of the new meta-

heuristic methods in which problem solutions are 

collected as branches on which squirrels can fly, and 

among the useful solutions, the almost optimal solution 

is selected as the best branch on which the squirrel can 

jump. Accordingly, in the proposed method, we will 

use this algorithm for the feature selection problem. As 

mentioned in the previous chapter, one of the most 

important issues in meta-heuristic optimization 

algorithms is the encoding of initial solutions. Given 

that the squirrel optimization algorithm is known as a 
meta-heuristic search algorithm, so this algorithm is 

based on a set of initial solutions. The squirrel 

optimization algorithm selects useful ideas and optimal 

solutions among the initial solutions, which are defined 

as existing ideas and problem solutions, and discards 

useless solutions. The basis of useful ideas is selected 

in the initial stage. Fig.2 suggests an example of the 

initial population in the squirrel optimization 

algorithmas shown in Figure 2, the initial population in 

the squirrel optimization algorithm is defined as a 

binary matrix. Each row of this matrix is considered as 

a solution or branch of the tree, and each element of 
each row is considered as a feature corresponding to 
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the matrix column in the data set. Naturally, the 

number of machines is equal to the number of features 

in the data set and is equal to 16 features. Each of these 

values with a value of 1 indicates the selection of the 

attribute corresponding to the index of this column in 

the feature set. If the value of an object is 0, it means 

that the attribute of the column index of this element in 
the feature sets has not been selected in the proposed 

solution. 

 

. 

 
Fig.2.An example of the initial solutions in the squirrel 

optimization algorithm 

The squirrel optimization algorithm starts by evaluating 

the initial solution as close branches and calculates the 

values of the solution fitness function at each stage. In 
the proposed method, the nearest neighbor algorithm 

has been used to calculate the fitness function of the 

solutions in the brainstorming algorithm. Therefore, 

according to the subset of features selected by each 

solution, the available data are classified according to 

the same features by the nearest neighbor algorithm and 

the error value of the solution is calculated. This error 

value for each solution is combined as a component of 

the function proportional to the ratio of the number of 

features of the solution to the total features of the data 

set. Finally, the value of the function is obtained 
proportional to the combination of the error value and 

the number of the solution features. The solution with 

the values of the minimum fitness function is remained 

and the rest of the solutions are eliminated. Then, the 

heuristic search stage begins according to the optimal 

solutions mentioned in the previous chapter to produce 

new solutions based on the optimal solutions extracted 

from the initial population as new branches. Therefore, 

in the next stage, the new solutions are evaluated as 

new branches and the same process continues until the 

stop conditions in the squirrel optimization algorithm 

are reached. 

 

 
Fig.3. Fitness function values during the 

implementation of the squirrel optimizationalgorithm. 

 
Given that in the proposed method, the gender of the 

fitness function is of the minimization type and the goal 

is to reduce the number of features and reduce the error 

in the data set of the Social Security Organization, so 

the value of the lower fitness function for each solution 

indicates the optimality of this method. Is it a solution 

and causes the selection of the solution as the optimal 

solution by the squirrel optimization algorithm. At the 

first stage, the squirrel optimization algorithm 

considers the value of the fitness function of all 

solutions. With the implementation of the algorithm in 

each stage, the solutions that have the least value of 
fitness function are considered as optimal solutions and 

heuristic search. A step to improve this solution begins. 

The figure 4shows the values of fitness performance of 

the optimal solutions when implementing the squirrel 

optimization algorithm. 

As shown in Figure 3, the proper performance value to 

solve the solution starts from 1 in the squirrel 

optimization algorithm and gradually decreases in each 

step by finding optimal solution until it is repeated in 

100 steps. The optimal solution is obtained with the 

value of the fitness function of 0, 1103. Accordingly, in 
the stages of the squirrel optimization algorithm, the 

optimal solutions are gradually developed to find the 

solution with the least amount of error and the least 

number of features. Table 1shows the remained 

features in the main dataset. 
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Table.1. Features selected by squirrel optimization algorithm 

Feature 

name 

Insurance 

type 

Occupation 

type 

Activity 

description 

Activity 

code 

Occupation 

title 

Contract 

type 

code 

Insurance 

premium 

rate 

Number of 

children more 

than 4 

Feature 

number 
1 4 6 7 8 9 15 16 

 

As shown in Table 1, out of 16 features in the main 

data set, only 8 features have been selected as effective 
features in detecting fraud in the Social Security 

Organization.The obtained feature subset has the 

lowest number of features and the lowest number of 

errors in each training data in the existing data set. The 

value of the optimal solution accuracy for the selected 

features using the nearest neighbor algorithm is 97.73 

%. 

 

4.2 EVALUATION OF THE PROPOSED 

METHOD 

After implementing the proposed method based on 
feature selection based on squirrel optimization 

algorithm and nearest neighbor classification, new 

fraud samples can be predicted in the data set of the 

Social Security Insurance Organization as a proposed 

model. Using the feature selection method and the 

nearest neighbor algorithm, it is possible to examine 

patterns in which new samples in the Social Security 

Organization database are examined based on the 

selected features in the previous stage to identify the 

fraudulent or healthy person. Identify the insurer. For 

this purpose, to determine the accuracy of the proposed 

method for predicting new fraud samples based on the 
proposed method and features selected by the squirrel 

optimization algorithm, the evaluation takes place 

using the matching of the class of new fraud sample 

sets and the actual class of these samples. Therefore, to 

evaluate the proposed method, compare the predicted 

class for the new fraud samples and use it with the 

actual class of the turbulence matrix samples with the 

four parameters including positive true (TP), false 

positive (FP), true negative (TN), and false negative 

(FN) as follows:  

TP: A sample that is classified as ordinary insurer in 
the proposed method and in fact he/she is an ordinary 

insurer. 

FP: A sample that is classified as ordinary insurer in the 

proposed method but is in fact a fraudulent insurer. 

TN: A sample that is classified as fraudulent insurer in 

the proposed method and in fact he is a fraudulent 

insurer. 

FN: A sample that is classified as fraudulent insurer in 

the proposed method but is in fact a ordinary insurer. 

Based on the fact that the turbulence matrix is a 

standard method for measuring classification 

performance in two-class data, the evaluation measure 
derived from the confusion matrix include the 

following cases: 

Since the confusion matrix is a standard method for 

measuring classification performance in two-class data, 

the evaluation measure obtained from the confusion 

matrix include accuracy, recall, precision, and the F-

measure defined in the following equations: 

 

Accurace=(TP + TN)/(TP+TN+FP+FN)                    (2) 

Recall =TP/(TP+FN)                                                  (3) 

Precision=TP/(TP+FP)                                               (4) 
Fmeasure=(2*Precision*recall)/(Precision+Recall)   (5) 

Evaluation measure derived from confusion matrix 

variables are used as a tool to measure the quality of 

the proposed method and compare it with other 

methods. Therefore, in this dissertation, we first 

compare the combination of feature selection method 

based on squirrel optimization algorithm and nearest 

neighbor algorithm with nearest neighbor algorithm, 

neural network algorithm and Bayes algorithm without 

using feature selection method. Figure 4 shows a 

comparison of the proposed method with the 

classification algorithm in terms of accuracy of fraud 
detection in new fraud samples. 

 
Fig.4. Accuracy comparison of the proposed method 

with classification algorithms 
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As shown in Figure 4, the accuracy diagram for the 

proposed method, which is based on a combination of 

feature selection based on the squirrel optimization 

algorithm and the nearest neighbor algorithm, has been 

drawn compared to other classifiers without using the 

feature selection method to predict fraud samples in the 

data set of the Social Security Insurance Organization. 
According to Figure 4, it can be seen that in general, 

the proposed method has an earlier tendency towards 

the optimal point of accuracy measure. Therefore, it 

can be said that the proposed method is more accurate 

than the classification algorithms without using the 

feature selection method. Figure 5 shows the 

comparison of the proposed method with the 

classification algorithm in terms of fraud detection 

recall in new fraud samples. 

 
Fig.5. Recall comparison of the proposed method with 

classification algorithms 

 

As shown in Fig.6, the recall measure diagram for the 

proposed method, which is based on a combination of 
feature selection based on the squirrel optimization 

algorithm and the nearest neighbor algorithm, has been 

drawn compared to other classifiers without using the 

feature selection method to predict fraud samples in the 

data set of the Social Security Insurance Organization. 

According to Fig.5, it can be seen that in general, the 

proposed method has an earlier tendency towards the 

optimal point of recall measure. Therefore, it can be 

said that the recall measure in the proposed method is 

more than the classification algorithms without using 

the feature selection a method. Figure 6 shows the 

comparison of the proposed method with the 
classification algorithm in terms of fraud detection 

precision in new fraud samples. 

 
Fig.6. Precision comparison of the proposed method 

with classification algorithms 

As shown in Figure 6, the precision measure diagram 

for feature selection methods based on the squirrel 

optimization algorithm and the nearest neighbor 

algorithm and other classification algorithms has been 
obtained without using the feature selection method to 

predict new fraud samples. According to Figure 6, it 

can be seen that the proposed method, relying on 

feature selection based on squirrel optimization 

algorithm and combining it with the nearest neighbor 

classifier to predict new fraud samples, has a higher 

precision measure than classification algorithms 

without using the feature selection method. Also, 

Figure 7shows the comparison of the proposed method 

with classification algorithms in terms of F-measure for 

detecting fraud in new fraud samples. 

 
Fig.7. F-measure comparison of the proposed method 

with classification algorithms 
 

As can be seen in Figure 7, F-measure obtained for the 

proposed methods and other classification methods. As 

can be seen in this figure, the proposed method has a 
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higher F-measure rate than other classifications without 

using the feature selection method. 

 

4.3COMPARISON OF THE PROPOSED 

METHOD WITH DATA MINING 

CLASSIFICATION ALGORITHMS 

 

After implementing and evaluating the proposed 

method based on the evaluation measure extracted from 
the confusion matrix on the test data in the data set of 

the Social Security Insurance Organization, it is time to 

compare the proposed method with other data mining 

classification algorithms in terms of evaluation 

measures in order to validate and determine the 

performance improvement of the proposed method in 

predicting new fraud samples compared to other 

previous methods. Given that the data used in this study 

was obtained from the Social Security Organization, 

the proposed method used this data to develop the 

model and this data has not been used in other 
publications in the field of fraud detection in insurance, 

for this purpose, to compare the proposed method with 

other methods, other algorithms were implemented on 

this data set and the values of evaluation measures were 

extracted to be compared with the proposed method. 

 

Table 2 shows the comparison of the proposed method 

with other classification algorithms in terms of 

evaluation measure for new fraud samples. 

F-
measure Precision Recall Accuracy  

98.72 98.97 98.54 98.8 SSA_KNN 

93.54 93.6 94.71 96.64 KNN 
73.75 79.98 68.98 70.7 NN 
93.77 93.82 93.96 96.41 NB 

 

Table 2. Comparison of the proposed method with 

classification algorithms in terms of evaluation measure 

As can be seen in Table 2, the proposed method, based 

on the feature selection method based on the squirrel 

optimization algorithm, not only found the best agent 
features among all the features available in the Social 

Security Organization database, but also decreased the 

classification error of training samples and predicting 

new fraud samples. It shows significant improvement 

over other data mining classification algorithms. 

 

5.COMPARISON OF THE PROPOSED METHOD 

WITH DATA MINING CLASSIFICATION 

ALGORITHMS 

In this study, a combination of feature subset selection 

based on squirrel optimization algorithm and nearest 

neighbor classification has been used to detect health 
insurance fraud. To evaluate the model, the proposed 

method used the educational data set obtained from 

Ardabil’ Social Security Organization for determining 

the patterns of fraud detection in health insurance and 

the test data set prepared from this data set. It can be 

concluded that the presence of additional and irrelevant 

features of the class label among the data sets in 

machine learning and classification models in data 

mining reduces the negative effects and classification 

precision of educational records, especially test records, 

recently added to the model. In other words, it can be 

said that the existence of irrelevant features changes the 
focus of model on achieving accurate patterns not to 

distinguish ordinary insurers from fraudulent insurers 

and reduce the optimal performance of the proposed 

model. According to the results of the implementation 

of proposed method, it is observed that the proposed 

method shows good results for classifying and 

predicting fraud in the database of the Social Security 

Organization by removing irrelevant features and 

finding useful features, and it has a higher accuracy 

compared to other data mining classification algorithms 

in this area. 
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